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Abstract

An Architecture for Insider Misuse Threat Prediction

in IT Systems
Georgios Vasilios Magklaras BSc (Hons)

The ever increasing computerization of business processes and mission critical
applications, combined with the rising number of Internet technologies, has
created new security threats for computer systems and networks. Numerous
studies indicate that amongst the various types of security threats, the ones that
originate from legitimate user actions can have serious consequences for the
health of IT infrastructures. Although incidents of external origin are also
dangerous, the insider IT misuse problem is difficult to address for a number of
different reasons.

This thesis is concerned with the systematic study of the nature of Insider IT
misuse problems, as well as the development of experimental insider IT misuse
prediction techniques. The systematic study of legitimate user misuse actions is
necessary due to the composite and variable nature of Insider IT misuse.

The thesis contains the results of a small scale survey that highlighted many
important aspects of insider misuse actions. The results formed the basis for a
suitable Insider Misuse Threat Prediction Factor Taxonomy, the end product of
the systematic examination of the insider IT misuse phenomenon. The taxonomy
was then used to construct a systems architecture that facilitates legitimate user
threat prediction.

Although the proposed experimental architecture is far from the quality of a
production-level utility, it constitutes a novel Insider Threat Prediction Model,
which at the time of writing is unique in terms of its comprehensive design. It is
considered that the predictive techniques could be taken forward in future
research, in order to enhance the capability of existing Intrusion Detection
Systems and aid IT professionals to mitigate Insider threats effectively. Various
aspects of the proposed threat prediction model, the Insider IT misuse survey, as
well as the proposed Threat Prediction Taxonomy have been published in
conference proceedings and journals.



ACKNOWLEDGEMENTS

Completing a research degree whilst having a demanding full time job was a great
challenge for me. This is the reason | am indebted to many people for their help as

I wrote the thesis and playing with my little private computing laboratory.

First and foremost, 1 would like to thank my supervisor Dr. Steven Furnell, not
only for his valuable editing and guidance role but also for encouraging me to
start and (most importantly) finish my research degree. | am also grateful to the
director of the Biotechnology Centre at the University of Oslo and current
employer, Professor Kjetil Tasken, for allowing me to use the institution’s IT
infrastructure to conduct vital experiments. | should also not forget the
Biotechnology Centre scientists for happily participating into my experiments and

giving me permission to probe their user sessions.

My heartfelt thanks go also to Ida, who | admit | have neglected a lot, only in my
attempt to cope with the demands of the job and the degree at the same time. Her
calmness and patience reserves were always greater than my long hours of work

and I will never forget that.

Lastly, it is hard for me to overstate the help I got from my parents. They never
stopped re-assuring and helping me in every possible way they could, expecting

nothing in return. Thank you!

Oslo, September 2004

Georgios V. Magklaras



AUTHOR’S DECLARATION

At no time during the registration for the degree of Master of Philosophy has the

author been registered for any other University award.

This study was financed with part funding from the Engineering and Physical

Sciences Research Council (EPSRC).

Relevant conferences and security events were attended during the course of the
research. In addition, several papers were prepared for publication in refereed
international journals and conferences, details of which are listed in the

appendices.

Signed .....cooovvevieviiiie e

Date



CHAPTER 1
INTRODUCTION

In our modern age, many people are enjoying the benefits of Information Technology (IT). The
developed nations of the world are using Information Technology to transform the basis of their
business transactions. Business critical infrastructures utilise IT infrastructures, in order to realise
electronic commerce projects. E-commerce is currently one of the greatest ways to introduce a new and
scalable global economy model. On the other hand, a plethora of critical infrastructures such as the
telecommunications networks, air traffic control, energy and water distribution systems are also
strongly dependent on computing platforms. Hence, the security of Information Technology
infrastructures should be one of the most important considerations of system designers, operators and

managers.

However, the term ‘computer security’ can be quite ambiguous and misleading, mainly because of its
wide context. Even experienced computing professionals give different extensions to the term
‘Computer Security’. The basic notion and the extensions are discussed in detail in latter chapters of
the thesis and they indicate the breadth of the different Information Security areas, as well as the extent
of the problem. In fact, a great majority of the IT infrastructure components exhibit security flaws that
render them susceptible to many forms of abuse. This is evident from a large humber of Information
security related surveys during the last four years, such as [1]. These surveys indicated a sharp rise in
the number of security breaches that originated from external (i.e. unauthorised users) sources. The
threat of an external penetration (often referred to as ‘hacking”) had been evident for years, but it
started receiving widespread attention, especially from the mass media. Proprietary information theft
from large enterprises, embarrassing web site defacements and devastating denial of service attacks
forced the IT industry to launch a variety of security tools that help users and system administrators
prevent, detect and -where possible- counteract IT abuse from external hackers. Computer anti-virus
toolkits, firewalls, cryptographic software, Intrusion Detection Systems (IDS) and IT security policy

shaping tools are the most common approaches followed by security experts today.

However the Information Security world has recently started becoming aware of another threat that had

more devastating consequences and was substantially more difficult to tackle. This time, the threat was



not coming from external hackers, but from authorised users of IT systems. These users abuse their
privileged access rights by committing a series of unintentional or deliberate actions damaging
individuals or organisations in many different ways. The dissemination and storage of offensive
material through e-mail and the stealing of proprietary information for rival companies or organisations
are probably the most traditional cases of insider IT misuse known at the time of writing. Despite the
well documented and emerging insider threat, there is currently no substantial effort devoted to
addressing the problem of internal IT misuse. In fact, the great majority of misuse countermeasures

address forms of abuse originating from external factors (i.e. the perceived threat from hackers).

1.1 Aims and Objectives

This thesis aims to investigate innovative approaches of dealing with authorised users that abuse IT
systems. The overall aim is to advance the state of the art in the design and realisation of IDS by
providing mechanisms to predict the level of threat that originates from legitimate users. The work
results in the specification and evaluation of techniques that substantially extend the intrusion detection
capability for IT system and network administrators and provide a significant enhancement to the

overall security of IT systems. A number of specific objectives (of equal priority) apply:

Objective 1. To investigate the real nature and magnitude of the Insider IT Misuse problem by means
of reviewing relevant information security surveys and devise a bespoke survey, taking into
consideration the opinion of computing professionals.

Objective 2. To introduce a taxonomy of insider IT misuse incidents, in order to aid the process of
modelling insider threat.

Objective 3. To propose a preliminary Insider Threat Prediction Model, that will profile legitimate
users and estimate the level of threat for each individual legitimate user.

Objective 4. To derive an architectural framework for the development of a prototype Insider Threat
Prediction Tool (ITPT) system, for building the proposed Insider Threat Prediction Model on a real

world Operating System and test it against a number of selected Insider IT misuse scenarios.



1.2 Thesis Structure

Prior to examining the previously mentioned issues, it is essential that the reader becomes familiar with
the latest advances in the field of IDS. Hence, the second chapter of this thesis examines in detail the
notion of the term ‘computer security’ and provides an up-to-date overview of the currently employed
IDS techniques. Special emphasis is given to considering the benefits as well as the weaknesses of each
method and the mentioning of architectural frameworks whose contribution has advanced the field of

Intrusion Detection research.

The discussion then moves to determine the magnitude of the Insider IT misuse problem (chapter
three), a step that further refines the definition of the research problem domain. Some important field
terminology is introduced, followed by an analysis of recent Information Security surveys, in order to

qualify and quantify the nature of the Insider IT misuse problem.

Chapter 4 presents the results of an ‘Insider IT misuse survey’, one of the first systematic efforts to
query different organisations specifically about the problem domain of this thesis. The rationale behind
the design and distribution of the survey is explained and the derived conclusions direct the subsequent

research and development steps of the project.

After discussing the insights of the Insider IT misuse problem domain and its magnitude, chapter five
takes the research and development efforts one step further by introducing a comprehensive taxonomy
of Insider Misuse Prediction Factors. Classifying IT abuse that originates from legitimate users is a
vital step for systematising the research efforts in the area. In addition, the derived taxonomy lays the
foundations for the development of the Insider Threat Prediction Model (ITPM), a mechanism that
associates the likelihood of the occurrence of legitimate user IT abuse scenarios with certain system
events. Chapter six discusses in detail this association by presenting the derivation of a suitable Insider
Threat Prediction Model, which constitutes an additional novel area of this research. The selection of
legitimate user monitoring criteria in order to profile authorised IT infrastructure users will be justified.
The chosen criteria will then form the basis for a threat prediction function, a mechanism that

associates certain user attributes to the likelihood of abusing the IT infrastructure.



Chapter seven integrates all the proposed techniques into an architectural framework that will realise
them. The functional blocks of the Insider Threat Prediction Tool are presented. A group of current
standards that will allow information exchange amongst the various system components is considered,
followed by a justification of implementation criteria that are necessary for the development of a

minimal pilot system for further experimentation.

The conclusions and limitations of the system are discussed in the eighth and final chapter of the thesis.
The chapter discusses the performance of the system on a small number of Insider Misuse scenarios
and concludes with recommendations for future work on a more rigorous system validation procedure,

as well as future methods that can enhance the accuracy of the insider threat prediction process.

The appendices provide a plethora of detailed references to relevant technology standards, experiments

as well as copies of publications associated with this research project.



CHAPTER 2
COMPUTER SECURITY AND INTRUSION DETECTION

This chapter explores fundamental issues that relate to the operational principles of Intrusion Detection
Systems. These are important tools in the battle against computer security breaches and it should be
clear that the ultimate goal of this research project is to enhance their capability in detecting and
predicting threats that originate from authorised users. Hence, the first important step is to understand
the basic philosophy behind their design and implementation. An overview of the history of IDS
development is provided, followed by a critical evaluation of the major techniques used to intercept

security breaches and a reference to important architectural Intrusion Detection frameworks.

2.1 The notion of the term ‘Computer Security’

Prior examining an IDS as a computer security tool, it is useful to clarify the term ‘computer security’.
It is impossible to include an exhaustive plain English definition of the term. On the other hand, what
we can say is that the wide context of the term divides its notion in two areas. The distinction between
these two areas is quite fundamental when it comes to research and development methodologies for

resolving computer security issues.

One area is related with formal methods that characterise security properties in a detailed and
structured manner. The level of description may also justify mathematically a set of metrics and form
security models that are provably correct. Bace and many other Information Security research scientists

[2] mention the ‘security triad’ that places Information Security issues under three different headings:

Confidentiality is concerned with restricting access to information to only those users
authorised for accessing the information. For instance, a public web server might contain a
‘members only’ area. The information contained in this area is restricted to only certain users
and hence the server should provide the means for scrambling the information of the session
of authorised users, so information in transit (through data networks or local Operating
System processes) might not be viewed by unauthorised third parties. The application of
cryptographic algorithms is a commonly accepted practice for enforcing confidentiality.

Although cryptographic algorithms provide powerful means of preserving data confidentiality,



they cannot themselves prevent the occurrence of other conditions such as information

alteration or deletion, as discussed in the following paragraphs.

Integrity is the requirement that information must be protected from intentional or accidental
alteration. Using the previous example, our public server should contain tools that prevent
malicious alterations of the web page content. As an example, nearly all operating systems
contain a filesystem mechanism that verifies all actions (create, delete or alter files) against a
particular user identity. This process is commonly referred to as ‘access control’ and there are
several different mechanisms to achieve this goal, each with a varying degree of reliability. It
is outside the scope of this thesis to provide a detailed coverage of cryptographic and access
control algorithms. A concise overview of these issues is provided by Phoenix [3], as well as

Skevington and Hart [4].

Availability is the final element of the computer security triad and represents the requirement
to have an IT infrastructure with system resources that are able to continue to work under a
variety of scenarios. This means that authorised users of the IT infrastructure are able to
access resources when and where they need them. The replication of the data content as well
as the physical resources of an IT infrastructure for redundancy purposes are a good example
of availability related measures. For instance, the contents of the hard drive of a web server,
its network link or even the entire server might be replicated to counteract accidental (flood,

earthquake) or intentional (arson, theft, Denial of Service attack) damage.

In addition to the previously mentioned classic triad of secure system properties, someone should also
emphasize the property of accountability. A system is said to exhibit accountability properties if it is
capable of reliably associating a given activity to the party responsible for the initiation of this activity.
The term ‘reliably’ refers mainly to the ability of the system to provide an unaltered record of these
associations and it has certainly a lot of common ground with the property of integrity. However,
collecting the right type and amount of accountability data on large IT infrastructures is a non-trivial

task that goes far beyond the task of maintaining their integrity [5].
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In theory, if an IT infrastructure satisfies all the previously mentioned requirements, it can be deemed
as a secure one. Moreover, a plethora of technologies try to satisfy one or more elements of the triad.
Internet and Intranet firewalls, for example, attempt to protect both the confidentiality and integrity of
important information. Zwicky, Cooper and Chapman [6] define a firewall system as a single network
traffic choke point, which prevents the security dangers of the Internet from spreading to your internal

network. Figure 2.1 illustrates a typical firewall application scenario.

EXTERNAL NET(untrusted)

FIREWALL

laser printer

Figure 2.1: A basic network fire-walled from the Internet

The firewall host stands always between the non-trusted network (Internet) and the internal
internetwork. Its role is to prevent access of unauthorised individuals into the internal network. This is
possible by authenticating incoming and outgoing packets against the source, destination endpoint
address and port number (packet filtering firewalls). It is also possible to be more sophisticated and
grant access to network traffic by checking the payload and appearance sequence of each Protocol Data
Unit against a list of malicious payloads and sequences (stateful firewall). However, firewalls can

impose dramatic limitations on the performance of large networks, they are difficult to configure and
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they deal mostly with external threats. Their application is a preferred feature for network security but

not a panacea.

The other way to clarify the fuzzy term ‘computer security’ is by considering a practitioner’s approach
and formulate a generic, neat perception of the overall Computer Security domain. Garfinkel and
Spafford [7] adopt that kind of practical view and support the opinion that “a computer is secure if you
can depend on it and its software to behave as you expect.” This is a less formal definition of the term,

based mainly on ‘hands-on’ experience of technical computing issues.

If someone poses the question of which definition should be adopted for the purposes of research and
development, the answer would point to the first and formal one. This is not to say that Garfinkel and
Spafford are on the wrong track. The earlier definition is more suitable for the formal research
environment because it provides more systematic and quantifiable security evaluation criteria.
Expected behaviour is not an objective criterion. Someone could argue the fact that there are different
expectations for the behaviour of a computer system between a software engineer and a line manager,
since each of them might have a different list of desirable features (the manager might disagree with
the software engineer and favour confidentiality over availability). This level of ambiguity can confuse
the security evaluation process and it will certainly always require additional and more formal

clarifications about what is considered as expected behaviour for the system.

Whatever the definition, there is one universal truth about computing infrastructures. They always
exhibit important design flaws that render them susceptible to many different kinds of security
breaches. Denning’s seminal work on IDS [8] points out that despite the widespread deployment of
cryptographic, authentication and firewalling technologies, weaknesses that reside in software
applications, Operating Systems and the level of knowledge of technical staff will always open the
door to malicious abuse of computing systems. Hence, if it is not possible to prevent the occurrence of
these events, it would be at least useful to know when, how and from where these malicious acts
originate. The tools that arm the IT specialist with information to adequately answer the previously
mentioned questions are collectively called ‘Intrusion Detection Systems’ (IDS). The remaining

chapter sections examine their history and principles of development.
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2.2 The birth of the Intrusion Detection System

The concept of Intrusion Detection evolved from the notion of automated audit trail processing by
Anderson [9]. The basic idea behind an audit trail is the careful selection of indicators that reveal
important events about the status of a computing system or the actions that bring the system to a
particular state. Each indicator is called an ‘audit probe’ and is usually selected by the security

administrators that look after the computing platform. Figure 2.2 below illustrates the concept.

Monitored System

Audit
process

A\ 4

Audit
Logs

Audit Probes

Figure 2.2: The principle of audit log generation
The ‘Monitored System’ has a set of active audit probes, shown as rings. These probes communicate
with a software audit process. The software process then updates a file, which essentially is an archive
of all the events intercepted by the probes. Information is usually stored by using the ASCII or
UNICODE character set, although exceptions do exist and create audit archives in proprietary binary

forms.

The generation of audit logs was (and still is) an important requirement for the security of computing
platforms. In 1987, the American National Computer Security Centre published the “Guide to
Understanding Audit in Trusted Systems” document [10]. The document tried to interpret the complex
audit requirements of the famous United States Department of Defence ‘Orange book’ [11]. Amongst
other things, it made clear that every Operating System should provide audit-logging facilities. In fact,
the security compliance level of an Operating System was directly proportional to the wealth and
reliability of its audit probes. Hence, it suggested the primary technical and administrative goals of an

Operating System audit mechanism, as well as a list of preferred auditable events.
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A traditional example of an audit log generation process is the ‘syslogd’, the standard error logging
process employed by many UNIX-like Operating Systems, originally written by Eric Allman at the
University of Berkeley. Garfinkel and Spafford [7] provide more details about the setup and utilisation
of this logging utility. However, we provide a small snapshot [Figure 2.3] of what a syslog audit file
looks under the LINUX operating system. Amongst various recorded events, there are important

indications (bolded) that someone has repeatedly tried to gain unauthorised access to the server.

Feb 16 19:25:15 archimedes kernel: parport0: PC-style at 0x378 [PCSPP,TRISTATE] Feb 16 19:25:15 archimedes
kernel: Ip0: using parport0 (polling).

Feb 16 19:25:15 archimedes Ipd: Ipd startup succeeded

Feb 16 19:25:16 archimedes gpm: gpm startup succeeded

Feb 16 19:25:16 archimedes crond: crond startup succeeded

Feb 16 19:25:18 archimedes xfs: xfs startup succeeded

Feb 16 19:25:18 archimedes xfs: listening on port 7100

Feb 16 19:43:49 archimedes login(pam_unix)[1186]: authentication failure; logname= uid=0 euid=0 tty=pts/2 ruser=
rhost=192.101.101.103 user=gmagklas

Feb 16 19:25:18 archimedes anacron: anacron startup succeeded

Feb 16 19:25:26 archimedes login(pam_unix)[870]: session opened for user gmagklas by (uid=0)

Feb 16 19:25:27 archimedes login[1186]: FAILED LOGIN 1 FROM 192.101.101.103 FOR gmagklas, Authentication
failure

Feb 16 19:25:27 archimedes login(pam_unix)[870]: session opened for user gmagklas by (uid=0)

Feb 16 19:25:28 archimedes -- gmagklas[870]: LOGIN ON pts/0 BY gmagklas FROM 192.101.101.103

Feb 16 19:25:48 archimedes su(pam_unix)[954]: session opened for user root by gmagklas(uid=500)

Feb 16 19:43:59 archimedes login[1186]: FAILED LOGIN 2 FROM 192.101.101.103 FOR gmagklas, Authentication
failure

Feb 16 19:44:06 archimedes login[1186]: FAILED LOGIN 3 FROM 192.101.101.103 FOR gmagklas, Authentication
failure

Feb 16 19:44:18 archimedes login(pam_unix)[1186]: service(login) ignoring max retries; 4 > 3

Feb 16 19:45:43 archimedes su(pam_unix)[954]: session closed for user root

Feb 16 19:45:48 archimedes su(pam_unix)[1191]: session opened for user root by gmagklas(uid=500)

Figure 2.3: Snapshot of a ‘syslogd’ generated log

The important point to consider here is that the entries that indicate attempts to breach system security
(indicated in bold letters) are very few when compared to the overall number of audit record entries
(one per line). In the early days, the security administrator would have to manually parse each audit
record individually, decide what was relevant, discard the rest and take appropriate actions. Large
mainframe systems (with thousand of users and many complex applications) with a notable number of
audit probes would generate several thousands of audit records on a daily basis, making the manual

process of extracting relevant information extremely tedious.

Anderson [9] published the ‘Reference Monitor’ concept in a project funded by the United States Air
Force to address the problem of filtering important information out of enormous log files. The
Reference Monitor was a mechanism that eliminated automatically redundant or irrelevant records

from security audit trails. This is formally called ‘audit reduction’. Its application had a profound
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impact on computer audit mechanisms and was a tool that substantially reduced the load burden and

increased the efficiency of security administrators.

The automatic audit record processing had set the foundations for the IDS concept and in 1985, a
research group founded by the United States Navy Command created the ‘Automated Audit Analysis’
system [12]. The prototype utilised data collected from the shell environment of a UNIX Operating
System. The data was then analysed by using Relational Database Management tools and the research

pioneered a way to distinguish normal from irregular system usage.

The study of irregular system usage was the subject of another United States Navy Research team.
From 1984 to 1986, Dorothy Denning and Peter Neumann were the first to introduce the term Intrusion
Detection. They researched and developed a model that proposed a correlation between unusual
activity and misuse. Their project was eventually named ‘the Intrusion Detection Expert System
(IDES)’ and formed the basis for the seminal ‘Intrusion Detection Model’ [8] paper, published in 1987
by Dorothy Denning. Teresa Lunt (of the ‘Automated Audit Analysis’ project) joined the previously
mentioned pioneers and continued working on the IDES architectural framework. A prototype system
was developed in a proprietary TOPS-20 computing platform. The work was finalised in the early
nineties and the first results were published during the Sixth Annual Computer Security Applications

Conference in Tucson [13].

The influence that the IDES project had on the computer security research world was phenomenal. The
results created interest amongst various research teams around the globe and launched a large humber
of relevant projects. It was clear that the IDS concept was becoming very promising and the next
section will examine in detail their principles of operation as well as their most important architectural

frameworks.

2.3 The anatomy of an Intrusion Detection System

Computer Intrusion Detection Systems provide search functions, as well as the functionality to alert the
responsible parties when activities of interest occur. As a consequence, the term IDS and the notion of

the word intrusion are going to be used throughout this thesis only with reference to the ‘Information
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Technology (IT) infrastructure’. The latter term refers to an organisation’s set of discrete computer
systems (dedicated servers, client workstations) and the telecommunications components that

interconnect them, in order to perform a useful task.

In simple terms, Intrusion Detection is a vital technology component of a modern security management
system. Its basic task is not only to prevent and (where possible) respond to a plethora of computer
security incidents, but also to integrate the operation of other security components (anti-virus, firewall
and cryptographic applications) into one all-rounded system. An IDS is a tool that monitors the events

occurring in a computer system, searching for indications of security related problems.

However, a fundamental step in understanding the concepts behind Intrusion Detection is to clarify the
term ‘intrusion’. One of the most compact but yet descriptive definitions is given by Amoroso [14]. He
defines an intrusion as “a sequence of related actions by a malicious adversary that results in the
occurrence of unauthorised security threats to a target computing or networking domain”.

I

Consequently, he defines Intrusion Detection as “...the process of identifying and responding to

malicious activity targeted at computing and networking resources”.

Amoroso emphasises the term ‘process’, stating that it is a critical property of Intrusion Detection. This
property involves a certain level of interaction between the technological tools that perform the actual
detection and the people that administer or trigger them. It is this interaction that presents great
challenges to the IDS administrator and constitutes a problem for Insider Misuse, as explained in later
chapters. Amoroso also elaborates on the term ‘malicious activities’ by referring to security-relevant
actions that are intentional. Although it could be argued that most external security breaches are
intentional, the balance between accidental and intentional security breaches becomes unclear when

someone considers threats from legitimate users, as discussed in the third chapter of the thesis.

The definition of what is considered as malicious or intrusive activity is also environment specific. For

example, certain organisations such as government departments would consider as intrusive any

activity that would result in unauthorised disclosure of sensitive information. On the other hand, the
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unauthorised alteration of the contents of a web server might be the major concern for other

establishments, such as news agencies and political parties.

IDS HOST
Monitored
Syste Analysis GUI

IDS sensors Enaine < »  module

A
Data
Network
IDS Intrusion
Observations Knowledae

Figure 2.4: The functional blocks of a basic IDS
Based on the previously mentioned principles, figure 2.4 depicts the functional blocks of a typical IDS.
The sensors constitute modules for collecting a predefined set of events from monitored systems.
Repeated unsuccessful login attempts, modification or access of certain system files are some of the

most typical examples of collected events.

The event logs are forwarded through the data networking infrastructure to a dedicated computer host
that runs the IDS software (IDS host). The interpreted observations are stored into one or many file
buffers that constitute the log archive of the IDS host. The knowledge base file buffer is a collection of
useful information about what constitutes intrusive activity. This type of information might be
predefined by a system specialist or intelligently inferred by the IDS itself, depending on what type of
intrusion algorithms are employed. An important research issue in IDS knowledge bases involves the

development of efficient and commonly accepted ways for encoding intrusion attack information [15].

At the heart of the system lies the ‘analysis engine’ that is responsible for running the Intrusion
Detection algorithms. Whilst section 2.4 will contribute the necessary descriptions of various Intrusion
Detection processing schemes, it is worth mentioning that the primary goal of these schemes is the
identification of key intrusion evidence and the decision making about the initiation of certain types of

responses.

17



Although automated responses represent notable IDS design trends [16], extreme caution is needed, in
order to minimise the risk of the automated response being used as a vehicle for attack. A
knowledgeable malicious intruder that has compromised a user account knows that he/she will
probably be detected. If the hacker knows that the IDS might disable someone’s account, he/she can
launch a Denial of Service (DoS) attack. This can impact the management of the IT infrastructure,
because it will certainly require manual intervention to restore the affected user account(s) and systems.
Interested readers should refer to Chapter 12 of Bace [2], which presents evidence of the occurrence of
real world cases where an automated response was exploited by malicious intruders. The issue of IDS

response is also a major research and development issue on its own.

Finally, all the previously mentioned components are co-ordinated by means of a Management System
that provides an intuitive Graphical User Interface (GUI). This is necessary, in order to provide an
interface to the human operator. A key issue in IDS GUI design is the careful definition of what type of
information should be displayed. Currently, there is no substantial experience for determining a
commonly accepted way of displaying intrusion related information as mentioned in pages 27-28 of

Amoroso [14].

Before the presentation of major IDS algorithms, it is good time to emphasise two important aspects of
an IT intrusion. One of them concerns the temporal nature of computer intrusions. Earlier paragraphs
stated that intrusions are sequences of related (i.e. intrusion-relevant) actions. This constitutes the basis
for constructing a temporal model of computer intrusions, as indicated by part A of Figure 2.5. Time is
indeed an important element in intrusion detection. An intruder usually begins with some initial action
as the first element of the time sequence. This early step usually corresponds to an attempt to breach a
security feature of the target computing system. Several intermediate actions might be logged and
usually the final one indicates either a successful or flawed attempt to bypass the defence mechanisms
of the system. In the event of the attempts being successful, a ‘security effect’ has taken place,
indicating the violation of an anti-intrusion mechanism of the system. Subsequent actions might then

follow that could potentially result on the occurrence of additional security effects.
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However, part A of Figure 2.5 presents a rather simplistic view of the Intrusion Detection System
problem. In practice, the hardest problem is differentiating between actions that are relevant to
intrusive activities and actions that have nothing to do with attempts to bypass the security mechanisms
of a system. Figure 2.3 demonstrated the problem by providing a plethora of audit records. A small
number of them were relevant indicating unsuccessful TELNET attempts to the server. The TELNET
attempts occurred at irregular time intervals. The rest of the audit record entries are irrelevant and
present a special kind of ‘noise’ to the Intrusion Detection process. Hence, a more realistic intrusion

temporal model is given in part B of Figure 2.5.

Time
Initial Action Next action Next action ... Security effect
Part A
Time
Initial Action Next action Next action ... Security effect
(irrelevant) (irrelevant) (relevant) (relevant)
\ 4 \ 4 \ 4
Initial action Next action Security effect
Intruder B Intruder B Intruder B
(relevant) (irrelevant) (relevant)
Part B

Figure 2.5: Temporal modeling of computer intrusions

Part B also displays actions related to more than one intrusive action. Most Intrusion Detection

Systems examine each one of them separately by the establishment of ‘intrusion sessions’. Each

session contains a list of targeted resources (hosts, applications, authentication mechanisms) associated
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to a list of attack origins that usually include other hosts and potential user identities. The establishment
of these lists represents another important issue in the Intrusion Detection process, that of

accountability, as earlier discussions point out.

Accountability or ‘event traceability’ mechanisms present one of the greatest challenges of Intrusion
Detection Systems research. It is not always possible to trace back the point of origin of certain attacks.
Many factors can be considered that make it possible to complicate or even hide identity in computing
infrastructures. The inherent insecurity of the TCP/IP protocol (alteration of source IP address — IP
spoofing), the use of cryptographic protocols to scramble the content of IP packets and the inadequate
configuration of network devices (routers and firewalls) are some of the most important techniques that
can be exploited by potential intruders. It is outside the scope of this thesis to analyse all the potential
ways of achieving this goal. However, the reader can refer to Staniford and Heberlein [17] for a

detailed reference of the previously mentioned issues.

2.4 Principles of Intrusion Detection techniques and architectures

Having discussed the basic elements of an Intrusion Detection System, this section relates to the
techniques that perform the actual Intrusion Detection process. For each technique, we discuss the
relative advantages and disadvantages and important architectural frameworks that employ them, in

order to promote the research and development efforts of the Intrusion Detection field.

The reader will find many examples of relevant literature dividing Intrusion Detection Systems into
host and network-based ones. A host-based IDS performs all the necessary computations by
considering data that are sampled from the operating system and the applications that run on top of it.
On the other hand, a network-based IDS considers sensor data that originate from the infrastructure
that interconnects computer devices. Hence, a fundamental difference between the two is that the
earlier might utilise data networks to disseminate information amongst the various IDS components,

whereas the later seeks intrusive activity inside the core of a data network.

A Protocol Data Unit (PDU) is the fundamental building block for data network based communications

and the fundamental source of information for a network based IDS. Figure 2.6 depicts a simplified
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view of an Internet Protocol PDU that carries part of a UNIX /etc/passwd file from host 192.168.2.1 to
host 192.168.2.2. No matter what the underlying network protocol might be, a PDU will always
contain a header and a payload area. The header usually provides pointers to the origin and destination
of the PDU, whereas the payload area encapsulates the actual information carried by it. A network-
based IDS will contain special mechanisms to intercept protocol data units and copy certain parts of
their header and payload areas to a memory buffer for further inspection and processing. A well-known
architectural example of a network-based IDS product is the Network Flight Recorder [18], invented in

1997 by Marcus Ranum and other researchers.

HEADER PAYLOAD
Source:192.168.2.1 Gmagklas:x:500:500:/bin/bash
Dest :192.168.2.2

Figure 2.6: A Protocol Data Unit (PDU)
The two previously described IDS categories are not mutually exclusive. In fact, if someone considers
the widespread usage of computer networks, it will become clear that the combination of host and
network-based intrusion detection is a necessary strategy for devising an effective IDS. As a result, the
border between network and host-based Intrusion Detection is currently more vague than ever, with
most research frameworks and commercial products seamlessly integrating these two methods into one

single system.

However, there are two issues that will affect the future of network-based intrusion detection. The
increasing speed of Local and Wide Area (LAN/WAN) network technologies creates a scalability
issue. Today, many LAN topologies operate on a speed of 100 Mbps, dictated by the IEEE 802.3u Fast
Ethernet technology. Let us assume that a network based IDS is set up to intercept packets, listening to
all LAN segments. If someone considers an average size of an Ethernet based frame of 800 bytes and
assuming that the network operates at three quarters of its maximum capacity (75 Mbps), there will be
on average nearly 12000 PDUs that hit each of its network interfaces every second. Extracting
information from each one of the intercepted PDUs and performing the necessary computations to

update operational values will induce a serious processing load for the CPU of the IDS. With LAN
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backbone speeds of 1 Gigabit per second and over, the performance of sophisticated packet inspection

engines will be under question, when it comes to rapid response times.

The second threat to network intrusion detection is the widespread deployment of cryptographic
technologies that encrypt the payload area (and possibly the header) of a PDU. In an alarming article
that comments on several aspects of network security, Bruce Schneier [19] describes how IPsec can
degrade the effectiveness of a network-based IDS. Although it is true that encrypting network traffic
can only complicate things when it comes to the interception of intrusive activities, the use of
encryption to defend the privacy and integrity of messages is also necessary. Hence, an important task
for a network designer or security architect is to find the right balance between encrypted and plaintext
traffic, by identifying the network points that should utilise encryption and where traffic could be

unencrypted for the purposes of efficiency and monitoring.

At the time of writing, there are many different Intrusion Detection algorithms under development.
Moreover, it does not matter where the algorithms are applied at network or host level. Although the
sensor probe technology is different between network and host based Intrusion Detection, the
principles of computations are the same and all techniques can be categorised in two major schools of
thought. ‘Anomaly detection’ is one major category of Intrusion Detection techniques, which
intercepts intrusive activities by analysing statistical profiles of user behaviour over time. These
profiles could also be used to monitor the behaviour of automated system processes that execute
programs by means of a specific user identity. The second major method of Intrusion Detection tends
to analyse intrusive events that are described in terms of rules and pattern descriptors. This technique is

called ‘misuse detection’. These techniques will now be considered in the subsections that follow.

2.4.1 ldentifying intrusive activity by using anomaly detection

Anomaly detection was one of the earliest approaches employed in Intrusion Detection architectural
frameworks. In 1986, Denning’s Intrusion Detection Model [8] emphasised a very important
observation. An intrusive activity often manifests itself as an unusual (i.e. abnormal) event that could
be spotted by using a variety of statistical methods. This means that for a specific system and operation,

it is possible to establish a profile of normal activity. This is done by carefully defining a set of metrics
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that are indicative of intrusive activity and then perform a series of statistical calculations, in order to

infer whether a user (or process) has irregular and hence suspicious behaviour.

Each metric is assigned a variable. The key notion of a mathematical variable is that it can be
associated with a distinct value from a well-defined domain. In this particular case, certain variables
might represent the amount of network connections of a user, the CPU usage, failed login attempts and
many other intrusion related criteria, at a particular point in time. These values are usually cumulative
(they are stored in arrays) and are regularly sampled over a pre-defined time interval. This interval can

be fixed in time (set to zero at a particular hour of the day) or function over a sliding time window.

When an adequate number of samples has been collected, the values are fed to a statistical function.
The arithmetic mean and the standard deviation (sd) functions are some of the simplest examples,
whereas Markov chains and other types of stochastic processes might be included. The end result is the
production of a set of permissible values (thresholds) for every variable that represents a metric. If the
value of the variable is outside the pre-defined range, a threshold alarm will be triggered and the
system will classify the event (or series of events) that produced that value as intrusive. A good
example of a commonly used threshold is the number of permissible unsuccessful login attempts to a

system, as previously demonstrated in Figure 2.3.

For every metric: sample set[n]=getval( n, probe);

Metric value= sd(sample set[n]);

Result = Compare (Metric value, Metric Threshold);

If (result==true) {log(“Normal result”); exit();} else

{log(“Abnormal result”); response(metric); exit();}

Figure 2.7: The principle of an anomaly detection algorithm

Hence, a generic procedural pseudo algorithm for a very simplistic anomaly detection system is
illustrated above (Figure 2.7). A ‘sample set’ is a group of collected intrusion metric values. These
values are usually stored in contiguous areas of memory cells and they are then fed to the anomaly
detection based function that evaluates the mean and standard deviation. The sample size and hence the
size of the array is indicated by an integer n. The calculated values will then be compared against a set

of carefully chosen thresholds for each metric by the ‘compare’ function. The function returns true if

there is no substantial level of variance between the thresholds and the derived values and false
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otherwise. In the later case, an anomaly has been detected and that will usually force the system to

respond according to a pre-defined procedure associated with each metric.

The previously mentioned algorithm is the same in principle for a wide variety of monitoring
situations. It could be applied to building a profile of normal system or network operations. A subtle
point in the anomaly detection process is the selection of suitable threshold values to distinguish
between anomalous and normal activity. Certain users, applications or network traffic trends will
change over time. If the IDS designer does not compensate for this feature, there will be false positive
or negative alarms that reduce the accuracy of the anomaly detection process. A number of techniques

intended to refine the threshold values are discussed in the following paragraphs.

Time series analysis was proposed by Denning [8], in order to dynamically adapt statistical profiles
that change over time and may be abused by an attacker to gradually train the profile and thereby avoid
the mechanisms of anomaly detection. The time series takes into account the order and inter-arrival
times of the observations, making use of the temporary model of an intrusion as stated in earlier
sections. An observation is abnormal if the probability of occurring at a specified time interval is too
low or too high. This analysis model has produced accurate detection results. Its main disadvantage is

that it requires vast amounts of computational resources (CPU and memory) and thus it does not scale.

The beginning of the nineties decade saw an explosive growth of the statistical anomaly detection
research efforts. Predictive pattern generation [20] is another interesting anomaly detection technique
that utilises the axioms of conditional probability, in order to predict future scenarios based on the
events that have already occurred. It is highly adaptive to profile changes and uses a dynamic set of
rules for detecting intrusions. The rules are not static. Instead, they are inductively generated based on
the sequential relationships and temporal properties of the observed events. The identification of
regular patterns of events allows the prediction generation algorithm to infer that some specified event
types are more likely to occur next in the series of events than others. The algorithm assigns a
probability to each most likely event. It then refines the assigned probabilities by inductively
generating rules in the following form: Consider an input sequence of events El,...Ek. Then the

rule for that specific sequence of events is: - (Ek+1,P(Ek+1)),...,(En,P(En)) . The rule expression
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could be interpreted in plain English: “Assuming that the input stream contains the event sequence
El,...Ek, the events Ek+1,..., En are the more likely to be seen in the rest of the input sequence, with

corresponding probabilities of P(Ek+1),...,P(En).”[20]

Predictive pattern generation has the advantage of focusing on a few relevant security events rather
than the entire monitored session and can therefore be efficient in terms of computational resources. In
addition, it has good tolerance to intentional training by malicious intruders who are trying to avoid
detection. However, it has one major drawback. Its effectiveness is totally dependent on training the
system by using well thought scenarios of abnormal activity and usually requires expert knowledge. If
the inductively generated rules are not comprehensive enough to cover all possible abnormal events,
certain events will be not flagged as intrusive (i.e. false negatives). A partial solution to this is to
implicitly characterise every unknown event as anomalous, which has also the potential of introducing

false positive alarms.

In 1995, Kumar [21] introduced Neural Networks as one of the latest strategies to aid in statistical
profile adaptation. The basic idea is the training of the neural network on a set of representative user,
application or network traffic characteristics that can certainly indicate abnormal activity. After the
initial training period, the neural network receives activity data and determines to what extent the
sampled activities exhibit similarities with the training samples. Abnormal data yields a notable change
in the state of neural units, connections, or weights, flagging anomalous activity. However, the level of

profile adaptation on a neural net is substantially greater than the time series equivalent methods.

Furthermore, a neural network has a relatively low impact on computational resources because it does
not make prior assumptions on the expected statistical distribution of measures. It is more flexible than
the rest of anomaly detection measures, because it does not employ a fixed set of metrics. However,
this flexibility has a cost when it comes to detecting faults in their training. When a neural network
detects an anomalous event, it will adapt its notion of normality by initiating a series of stepwise
weight corrections. Tracing the reason for a detected anomaly through stepwise weight correction can
be almost impossible. For this reason, the current state of the art in anomaly detection does not consider

neural networks as a pure statistical detection method but simply as a valuable complement.

25



Finally, the latest anomaly detection technique inspired from the Acrtificial Intelligence computing field
was presented in 1998 by Ludovic Me [22] and utilises evolutionary computing algorithms to
perform the analysis of the collected data. The devised system ‘GASSATA’ defines hypothesis vectors
from event data. The vectors either indicate an intrusion or not, making an initial hypothesis. They are
then fed to a binary encoding function that represents them as series of binary digits (bits). A ‘fitness
function’ accepts the binary coded vectors, randomly mutates selected bits and tests the validity of the
newly produced individuals against a set of criteria, until an optimal hypothesis is devised. The results
of this method are encouraging. The authors reported that the mean probability of true positives was
0.996, for analysing 200 user attacks in ten minutes and twenty five seconds. Clearly, there is going to

be a lot of overlap between the fields of Intrusion Detection and Evolutionary Computation.

2.4.2 ldentifying intrusive activity by misuse detection

The second major school of thought in Intrusion Detection tries to intercept intrusive activities by
comparing audit probe data to a repository of attack descriptions or ‘signatures’. These signatures
conform to a scheme that enforces a well-defined byte sequence describing intrusive activities. They
normally reside on a plain file. The file is then consulted by an IDS on startup and constitutes its attack
knowledge repository. The most common example of a misuse detection system that is employed
widely in the commercial world is that of a computer anti-virus application [23]. Nearly all
commercially employed anti-virus software packages use virus description files. These are carefully
devised byte sequences that describe unique characteristics of malicious code in a bespoke (often

proprietary) description language.

The major difference of this method with respect to anomaly detection is that intrusion knowledge is
not made of threshold values produced by statistical calculations. Instead, the search activity is
governed to a large extent by a direct comparison of the byte sequences of the signature file and those
derived by the IDS sensors. As a result, misuse detection is more static than statistical based

approaches and there is no efficient way of dynamically refining a misuse detection signature.
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There are anti-virus packages that are able to intercept malicious code that has not been identified
before. However, this is still based on pattern matching heuristic algorithms that are designed to
intercept common actions during the execution of malicious code. An example is an executable
program that tries to insert itself at the beginning or the end of certain files [23]. These techniques are
an important feature that broadens the horizons of a misuse detection system, but they can miss features
that have not been characterised as common actions of malicious code. This is the reason that all anti-
virus vendors suggest frequent updates of the virus description files. Consequently, today there is not a
known misuse detection method that can successfully detect an entirely new method of IT intrusion.
One can only improve them to be effective against variations of existing attack methods or keep

updating the attack signature repository, so that new threats can be addressed.

It is also important to note that misuse detection signatures might be characterized as ‘atomic’ or
‘composite’, depending on whether they describe aspects of a single event or they tend to codify
characteristics that are spread across many events. An example of an atomic signature is one that
detects a badly formed PDU, such as one used in the ‘land’ network attack [6]. This might cause the
victim’s machine to crash on the reception of the packet. On the other hand, a signature that describes a
port-scanning incident is considered a composite one, simply because the monitoring aspects need to

maintain information that concerns many different types of packets, at different time intervals.

The invention of a suitable structure for storing signatures in a standardised and efficient way is an
important issue in the research and development of misuse detection oriented algorithms. Efficiency is
all about describing events in a compact (memory and algorithmic complexity) but yet unambiguous
way. It also enables misuse detection systems to perform ‘on-the-fly processing’, where the IDS is
able to initiate response activities in a more timely fashion, instead of doing ‘after-the-event’ analysis
of audit records in batch mode. In contrast, anomaly detection is unable to perform these functions,

mainly due to its computational complexity.

Standardisation is also a desired property of an attack description structure, because it can provide a

quick way of disseminating attack descriptions amongst different IDS vendors and promote a fast
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response to attacks. Unfortunately, most commercial IDS vendors keep their systems proprietary and

normally attack descriptions from one vendor cannot be utilised by the products of another one.

One way of structuring the storage of attack signatures is a ‘production’ or ‘expert system’. Expert
systems consist of a knowledge base containing descriptions of suspicious behaviour. The description
is based on rules that format the sampled data and perform an if-then style comparison, associating
collected data with predefined knowledge. The ‘if” part of the rule describes a matching condition that
is formally defined by the methods discussed in the following paragraphs of this section.

One heavily utilised signature description structure can be produced by pattern matching engines. In
the great majority of the cases, a pattern matching engine will apply a string matching algorithm. A
string is a sequence of characters represented by either an ASCII or UNICODE character set. In the
classic pattern matching problem on strings, an algorithm is given a text string T of length n and a
pattern string P of length m. The algorithm aims to find whether P is a sub-string of T. If this is the
case, it can be said that T contains P and that establishes the notion of a match. More formally, it can be
proved that there is a substring of T starting at some index | that matches P on a character by character
basis, so that T[1]=P[0], T[+1]=P[1], ...,T[I+m-1]=P[m-1]. It is outside the scope of this thesis to
provide an exhaustive discussion of pattern matching algorithms. The reader is therefore urged to
consult Goodrich and Tamassia’s [24] practical overview of pattern matching algorithms for further

details.

State transition analysis [25] is also a popular approach for representing and detecting known
penetration scenarios. A penetration is modelled as a sequence of actions performed by an attacker
indicating a clear path from the initial state to a target compromised state. An extension of this method
that provides advanced correlation of intrusion signatures to infer intrusive activity is a ‘coloured
Petri-net’[26]. This method represents intrusion states by using coloured tokens. The colour of the
token in each state serves to model the context of an event. The sighature matching is driven by the
parsing of audit trails and is formed by moving tokens progressively from initial states to the final state

that indicates a compromised system.
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Figure 2.8: A colour Petri Net Automaton [26]

In order to further explain the application of Colour Petri Nets to misuse-detection orientated Intrusion
Detection, figure 2.8 above illustrates a Colour Petri-net Automaton (CPA) that represents an intrusion
signature. The system states (s1-s7) are represented with circles, whereas the directed arrows indicate
the state transitions (t1-t7). In this particular example, an attacker is trying to invent a way of
bypassing the authentication mechanism of a UNIX-based host and obtain System Administrator
program execution privileges. The CPA-based attack signature dictates that the intruder should first
insert a binary into the mail spool of the Super User (root) account. Then, the intruder will try to force
the super user to execute it by means of checking his e-mail (s7). At this point, the system has been

successfully compromised.

The primary advantage of CPA-based intrusion signatures is that they provide a very systematic way of
defining detailed pre and post conditions for the matching of certain events that might indicate an
intrusion. This creates not only a more refined-way of creating intrusion signatures, but it also
introduces some variability on the attack signature, so that certain variations of an attack scenario can

be encoded. This property addresses the inefficiency of detecting attack variants but it still cannot
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address the greatest weakness of a misuse detection mechanism: its ability to detect a totally new

method of intrusion [26].

2.5 Anomaly versus misuse detection and the birth of hybrid IDS frameworks

During the very early stages of IDS development, the community of researchers was always arguing
about the optimum suitability of either anomaly or misuse detection for specific problem domains.
Adopters of misuse detection were presenting their case by emphasising the computational

effectiveness of pattern matching algorithms and its ability to offer fast detection results.

In contrast, the supporters of anomaly detection were focusing on the inability of misuse detection to
detect attacks that have not been described in signature databases or intrusive activities that could
bypass misuse detection by introducing minor differences in the execution of an attack. This is
certainly one of the greatest disadvantages of misuse detection methods, since intrusion methodologies

evolve all the time and produce new methods for attacking computer system infrastructures.

In a paper that describes several weaknesses of Network Intrusion Detection methods, Ptacek and
Newsham of Secure Networks [27] describe in detail a method of camouflaging suspicious network
traffic, in order to avoid detection from a network-based misuse detection engine. Figure 2.6 illustrated
how information is encapsulated into the payload section of a Protocol Data Unit (PDU). Suppose that
the string “/etc/shadow” indicating some sort of manipulation of a UNIX system password file was
inserted into the payload area of the packet. All network-based IDS would intercept that string and flag
an alarm, as a result of a rule that instructs them to match this particular string (or certain variations of
it). However, the clever attacker inserts some characters into the string, so that each letter of the string
is followed by a specific character. For instance, if that character was X, then the string would become:

“IXeXtXcXsXhXaXdXoXwX” and would be an adequate measure to confuse the Network DS engine.
From a philosophical point of view, neither of these methods is ideal for a range of scenarios. The
‘one-size-fits-all’ rule was never successful in the IT industry and that is certainly the case with

Intrusion Detection Systems. An IDS should be a tool that addresses a plethora of different scenarios.
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Whether the problem domain is related to detecting well- known attacks or suspicious behaviour, an
IDS should be able to integrate a variety of different algorithms to address an ever increasing range of
IT security issues. All previously referenced methods document a large number of failures under
different conditions. These failures appear to be as false positive alarms, when the IDS flags a non-
intrusive event as intrusive. The opposite (false negative) situation is equally undesirable, because a

truly intrusive activity will be flagged as normal and consequently will go unnoticed.

As a result, IDS research and development started focusing on architectural frameworks rather than
algorithmic investigations. An IDS Framework (IDSF) is essentially a holistic and abstract
architectural specification. Amongst other things, this shift in IDSF research and development efforts
introduced the effective combination of misuse and anomaly detection techniques for reducing the
number of false positive/negative alarms and improving the reliability of Intrusion Detection Systems.
They also focus on system-wide implementation issues, as the abstract properties allow the architecture
to function with more than one IDS technique, Operating System or hardware platform, enhancing the

interoperability of the architecture.

‘Haystack’ [28] was one of the earliest examples of IDSF frameworks. It was developed by Tracor
Applied Sciences and Haystack Laboratories for the United States Air Force and employed a two part
statistical anomaly detection procedure. The first part was sampling aspects of a user session and tried
to determine the degree to which the session resembles an established intrusion type. The later stage
was complementing the results of the first one by detecting deviations in a user’s session activities

from the normal user profile.

Denning and Lunt’s work on the Intrusion Detection Expert System (IDES) [13] is another example
of an architectural framework. Based to large extent on Denning’s Intrusion Detection Model [8], IDES
proposed a user behaviour classification model in terms of ‘measures’, singled aspects of a user or
subject’s behaviour on the monitored system. These metrics were further classified into ‘ordinal’ or
‘continuous’, depending on whether they could be expressed in terms of a numeric count or
quantification of the measure. IDES was the first statistical model that was independent of any

particular system, application environment, system vulnerabilities or type of intrusions.
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In January 1997, researchers funded by the Advanced Research Project Agency (ARPA) finished the
specifications for the first Common Intrusion Detection Framework (CIDF) [29]. This was a major
step towards establishing an architectural framework that focused on the issue of interoperability
amongst different Intrusion Detection systems. A large part of the CIDF specification is dedicated to
the process of establishing a standard way for describing intrusion events and directing IDS responses.
In addition, an Applications Programming Interface (API) is defined as a reference for IDS software

engineers, as well as a Specification Language to describe intrusive activity.

Despite the fact that the CIDF specification was designed to act as an interoperability tool for the IDS
vendor community, at the time of writing, it has not been widely adopted in the commercial or
academic world. Moreover, the development of the CIDF specification appears to be currently halted.
While nobody can safely identify a reason for the fate of this interesting Computer Science experiment,
certain aspects of the research effort have been taken over by a new group of the Internet Engineering
Task Force (IETF). The Intrusion Detection Working Group (IDWG) [30] is a relatively new research
effort focusing mainly on an IDS component message exchange framework, producing a variety of

extensive specifications for IDS exchange and message implementation.

One of the latest IDSF efforts that we should also note is the Furnell and Dowland’s Intrusion
Monitoring System (IMS) architecture [31]. The architecture follows the principles of the previously
mentioned IDSF research efforts, in that it combines both anomaly and misuse-based intrusion
detection techniques and has a certain level of abstraction focusing on the way IDS components should

be combined, in order to improve detection efficiency.

However, the IMS architecture has many novel features and it is worth emphasizing one that is the
most important for this research project. In the early eighties, Anderson [33] has identified the need for
handling not only intrusive activities originating from unauthorised users, but also events generated by
legitimate users that abuse their privileges. The IMS architecture is the first IDSF effort that goes one

step further by indicating a framework to handle this issue.
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Apart from the academic and generic research and development IDS concepts, commercial vendors
have produced their own design paradigms. Appendix A contains a generic overview of selected
commercial IDS products available at the time of writing, with emphasis on outlining their generic

design philosophy.

2.6 Threats: Definition, Detection and the concept of threat estimation

This thesis is concerned with predicting threats. Whilst earlier sections of this chapter have presented
the concepts of computer security and computer intrusions, they have not explained what a threat really
is and how it relates to the overall Intrusion Detection process. Pfleeger et al [32] defines the term
threat in an IT infrastructure context as “a set of circumstances that has the potential to cause loss or
harm”. These circumstances might involve human-initiated actions (intentional IT intrusions), flaws in

the design of the computer system and environment factors (natural disasters).

However, as the aforementioned definition states, threats do not always evolve into harmful situations.
A threat’s potential is realized by the exploitation of a number of weaknesses in the design of the IT
infrastructure (software, hardware, management procedures, location). These weaknesses are called
vulnerabilities [32]. One can then distinguish the relationship between threats and vulnerabilities: A

threat turns into a harmfull situation by means of exploiting one or more vulnerabilities.

In order to illustrate the difference between these two concepts, it is useful to consider an example in
Data Security context. The fact that a potential cracker is skilled and desires to break into an
organization’s IT infrastructure is a threat that will not always materialise into a successful intrusion.
On the other hand, if your company’s systems are lacking updated software, monitoring software
and/or the care of a professional system administrator, a window of opportunity is created for the

cracker by these vulnerabilities.

Most of the IDS designs address the problem of tackling intrusions of external origin. The following
two Chapters of the thesis will elaborate more on the anatomy of internal intrusions, which is the
thematic area of this research project. Appendix A outlines a selection of IDS products that specialise

in detecting the problem of internal intrusions. This is a positive step towards the handling and isolation
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of insider cases. However, the mere detection of an internal intrusion is not a panacea in the process of
managing these kinds of threats. A way to predict these kinds of threats would also be a valuable asset

of an Intrusion Detection System.

The process of predicting a particular set of events in order to prevent their occurrence and provide a
better understanding of their underlying mechanisms does not represent a new methodology in the field
of science. Many scientific disciplines have introduced prediction mechanisms that have a number of
applications. The utilisation of game theory in financial forecasting [47] in order to predict the value of
shares in the stock exchange market and the processing of seismic data for oil discovery purposes [48]
are notable examples of models that already serve our world and used on a daily basis by analysts, as

value-added tools that help their research.

In the same way, a process that provides an estimate of emerging internal threats by modelling certain
factors would be a useful tool for a Data Security analyst. The International analyst firm Gartner
estimates that by the year 2005, 60% of security costs of a business enterprise environment will be due
to insider attacks [49]. An effective Insider Threat Prediction methodology would help data security
specialists identify individual factors that are likely to produce these threats. It could be a value-added
component of an existing Intrusion Detection System, instructing it to increase the intensity of
monitoring only for specific machines or users and hence increasing its efficiency. At the time of

writing, no known methodology exists in order to establish a suitable Insider Threat Prediction Model.

Thus, the epicentre of this research project is the task of deriving a suitable model that utilises threat
detection techniques, in order to facilitate the prognosis of insider IT misuse occurrence. The research
considers both insider threats (motive, skill and other factors) and vulnerabilities (mechanisms that the
insider 1T misuser exploits in order to successfully breach a system ). As a result, the context of Data
Security for this research project is the process by which we provide proactive capabilities to help the

system prognose insider threats, in order to safeguard its proper operation.
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2.8 Conclusions

This chapter provided an overview of the birth of the Intrusion Detection System, the concept of
Computer Security, threats and vulnerabilities, as well as a discussion of the major IDS techniques.
Appendix A offered an overview of commercial IDS paradigms. After the presentation of these
concepts, three issues should be clear at this point:

- None of the major IDS techniques (anomaly and misuse detection) represents a panacea for
providing an efficient IDS system that would result in a minimum number of false
positive/negative alarms.

- The shift of focus from developing pure IDS techniques to IDS Frameworks is still under
intensive development, with IDS vendor interoperability and Intrusion Specification issues not
being substantially addressed.

- The development of research frameworks that will specifically address the issue of managing
insider threat by predicting legitimate user intrusive activities has largely not being addressed
by the IDS community at the time of writing.

The last point forms the main argument for the motivation of this research project. Consequently, the
next logical step is to start analysing the legitimate user problem in more detail. The next Chapter of
the thesis introduces the reader to the concept of the legitimate user misuse problem. Essential
terminology is introduced as well as references to relevant cases and surveys, in order to provide an

estimate of the magnitude of the problem.
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CHAPTER 3
COMPUTER INTRUSIONS AND THE ‘INSIDER’ IT MISUSE
PROBLEM

Misuse: to use (something) in a wrong way or for a wrong purpose
Longman Dictionary of Contemporary English

Previous chapters considered the concepts of computer intrusions, threats and vulnerabilities. It is now
time to examine their manifestation in the real world. After familiarising the reader with essential
terminology, this chapter will present various statistics that provide information about the frequency of
occurrence and type of computer intrusions. The figures were taken from recent and highly regarded
information security surveys. A subset of computer intrusions is related to IT misuse incidents that
originate from legitimate users. Some surveys simply mention these types of incidents, whereas others
consider them to a greater extent. However, the main goal of this chapter is to prove that the
importance of the insider IT misuse problem has been undervalued by critically evaluating the

statistical figures and examining the real amount of information they reveal.

3.1 Towards qualification of insider I'T misuse acts

The ‘insider IT misuse’ problem has two main thematic areas. One of them relates to the term ‘insider’.
At the time of writing there is no consistent definition throughout the information security literature for
it. The earliest attempt to classify internal misuse of computer systems is presented by Anderson [33]

and discusses borders of distinction amongst ‘masqueraders’, 'misfeasors' and ‘clandestine’ users.

'Masqueraders' are insiders that exploit weaknesses of the authentication modules of a particular
application or Operating System, thus gaining the identity of other legitimate users. A 'misfeasor' is an
insider that does not need to masquerade, but abuses the power of his/her privileges to alter maliciously
the operation of the system. A 'clandestine’ user is related with authorised users and their capabilities
to bypass audit, control and access resource mechanisms in a particular computer system. It is
important to emphasize that the categories of masqueraders and clandestine users are really disguising
as legitimate (i.e. authorised) users. Hence, although they are intruders that appear to act as internal
elements of an IT infrastructure, they cannot be considered as ‘insiders’ due to the fact that they do not

represent the people who are meant (authorised) to use the systems (misfeasors).
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Some studies [50] tend to further classify insiders as logical and physical ones. A logical insider
operates physically outside the context of an organisation. For instance, consider the case of an
employee that uses telnet to connect to his UK company transaction server from China. Other factors,
such as operating system authentication techniques, as well as the environment of the user might
differentiate amongst logical insiders. On the other hand, a physical insider would connect to the same
server, within the physical bounds of the IT infrastructure of the organisation (including buildings, or
external trusted networks referred to as extranets). However, if we consider the increased levels of
connectivity offered by the convergence of mobile computing and telecommunications platforms, the

previously mentioned classification scheme will become less apparent in the near future.

The distinction between an insider and an outsider can be vague when it comes to authentication
mechanisms. Assuming traditional password-based authentication mechanisms that, at the time of
writing, constitute the norm for authenticating users on most Operating Systems, and the fact that a
successful outsider might be able to bypass them successfully by exploiting vulnerabilities, users that
give away their passwords and other techniques, there comes a point when an outsider becomes an
insider. From a system point of view and depending on the skill of the external attacker to emulate the

behaviour of a legitimate user, there might be no difference between an outsider and an insider.

Instead of conforming to the previous ambiguous interpretations of the term ‘insider’, a more suitable
conventional interpretation is proposed. An insider is a person that has been legitimately given the
capability of accessing one or many components of the IT infrastructure, by interacting with one
or more authentication mechanisms (plain text password, PKI, biometric or smart card token). The
word ‘legitimately’ has been underlined because it emphasises the main difference between an insider
and an external cracker. An insider should always be able to have at least a point of entry in one or
more computer systems. The implications of having such a point of entry is that an insider does not
usually need to consume as much time and effort to obtain additional privileges as an external cracker
does, in order to exploit IT infrastructure vulnerabilities and mount an attack. It also means that an
insider is less likely to get caught by implemented security measures because of the level of trust that
he/she enjoys. These aspects make the problem of tackling insider IT misuse a composite and difficult

one. Latter paragraphs will illustrate this fact with appropriate case studies.
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Pfleeger et al [32] mentions the security acronym ‘MOM’ which stands for ‘Method Opportunity
Motive’, indicating that there are many elements in an IT security attack recipie. The ‘Method’ term
signifies the skills, knowledge, tools necessary to complete an intrusive activity. ‘Motive’ is the actual
reason to perform the attack (trade secret theft, forcing a company to loose revenue, revenge are
examples of potential motives). Finally, the term ‘Opportunity’ relates to the time and access to
accomplish the attack. An outsider and insider might have similar motives and skills, however their
respective opportunity chances to mount an attack are different. As the previous paragraph explained,

an insider needs less effort and enjoys a greater level of trust than an outsider.

The other side of the ‘insider IT misuse’ problem relates to what can be considered as misuse activity.
Although the great majority of the people are familiar with the generic meaning of the word ‘misuse’,
when we try to map it to an insider IT context, there is a need to clarify certain issues. Insider IT
misuse can be a very subjective term. In fact, one of the most challenging tasks is to draw a clear line
that separates an IT misuser from a person that uses the available resources in an acceptable way and
for an approved purpose. The words 'acceptable’ and ‘approved' imply the presence of rules that qualify
(or quantify) conditions of allowable usage for the resources concerned. These rules are often
embodied within an IT usage policy. Part of this organisation-wide policy is the information security
policy, defined as the 'set of laws, rules, practices, norms and fashions that regulate how an
organisation manages, protects, and distributes the sensitive information and that regulates how an

organisation protects system services' [51].

Different organisations pose different restrictions on IT usage, and this variety of rules adds a
considerable level of ambiguity to the term 'misuser’. In order to overcome this uncertainty, it is
necessary to introduce a taxonomy of insider misuse incidents. The derivation of such a taxonomy will
systematise the deployment of an information security policy across an organisation and is a necessary
step for advancing the research on insider IT misuse. However, we shall not discuss a suitable

taxonomy here. Instead, chapter 5 of this thesis presents a suitable insider misuse classification scheme.
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3.2 Towards quantification of insider IT misuse acts

The quantification of the magnitude of the insider IT misuse problem is a difficult process. One has to
start by looking at general computer intrusion figures that are widely available and then try to isolate

data that are relevant to activities initiated by insiders.

The British Department of Trade and Industry (DTI) in association with PriceWaterhouseCoopers
(PWC) published the ‘information security breaches survey 2004’ [52]. The survey mentions that
Insider Misuse has doubled since the year 2002, mainly driven by the increased adoption of World
Wide Web and Internet related technologies. Approximately a third of the DTI/PWC 2004 respondents
claimed that their worst security incident was internal. This is clearly another verification of the

existence of internal security threats.

Figure 3.1 displays the distribution between internal and external incidents in the DTI/PWC 2004
survey for small, medium and large organisations. Whilst the smaller IT infrastructures appear to face
more incidents of external origin, the gap between insider and outsider incidents is smaller for
respondents of medium and large scale organisations. This indicates that the likelihood of IT misuse

from legitimate users is a very probable scenario.
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Figure 3.1: External versus internal incidents in terms of report frequency [52]
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Figure 3.2: Types of misuse reported by UK businesses [52]
Figure 3.2 displays the type of legitimate user misuse reported by UK businesses [52]. The misuse of
World Wide Web and email facilities are the most frequent type of insider misuse activities. Excessive
usage of these facilities for personal use as well as for viewing and disseminating inappropriate

material were considered by the DTI/PWC survey as misuse incidents for web and email facilities.

The ‘Computer Crime and Security Survey’ of the San Francisco-based Computer Security Institute
(CSI) [53] is another survey that also emphasizes the presence of insider threats. The survey makes
clear that for the last seven years of its research scope, computer intrusions have formed a substantial
threat for IT infrastructures. In the year 2003, ninety percent of respondents detected computer security
breaches within the last twelve months. More than three quarters (78%) of the participants cited their
Internet connection as a frequent point of attack. It should be also noted that the rising frequency of
computer intrusions is also accompanied by substantial financial losses associated with them.
Approximately forty seven per cent of the 2003 survey’s respondents were willing to quantify their
losses to a total sum of 201,797,340 US dollars. This amount is 55% lower than the year 2002
estimated total annual losses. However, if someone takes into account the fact that the 2003 annual

loss figure does not include the remaining fifty-three percent of the participants that were not willing
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(or able) to estimate their losses, it is reasonable to assume that the real cost of computer intrusions is
considerably higher than the reported one. This is true not only for the year 2003 but also for the

estimated annual loss figures of previous years.

The next big question to answer is what poses a greater danger to an IT infrastructure: Are insider
misuse incidents more dangerous than the ones caused by the acts of external hackers? The 2003

CSI/FBI survey contains useful figures that are analysed in the following paragraphs.

The 2003 CSI/FBI survey figures are not accompanied by any commentary on the issue. This was not
the case for earlier editions of the same survey. The 2002 CSI/FBI Computer Crime [54] survey
debates the issue. The director of CSI Patrice Rapalus states that the survey “has challenged some of
the profession’s ‘conventional wisdom’, for example that the ‘threat from inside the organisation is far
greater than the threat from outside the organisation’...”, based on the fact that the overall number of

the reported insider incidents has dropped.

The shift of perceived threat from insiders to external hackers was also noted by Dr. Dorothy Denning.
In the 2001 CSI Computer Crime and Security survey [55], she wonders about the dropping frequency
of insider incidents by stating: “For the first time, more respondents said that the independent hackers
were more likely to be the source of an attack that disgruntled or dishonest insiders (81% vs 76%).

Perhaps the notion that insiders account for 80% of incidents no longer bears any truth whatsoever.”

On the other hand, Dr. Eugene Schultz [55] has a different opinion about the way the CSI report
presents the importance of the insider threat, clearly challenging the CSI survey: “Is it that we should
ignore the insider threat in favour of the outsider threat? On the contrary. The insider threat remains

the greatest single source of risk to organisations...”

This diversity of opinions represents one fundamental question about the insider misuse problem.
Should someone weight its importance in terms of its occurrence frequency or in terms of the potential
consequences that this particular type of incident might have? The truth lies in the statistics presented

in the CSI survey. If someone analyses them carefully, some interesting patterns will be revealed.
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The graphs of Figure 3.3 report external and internal (insider) incidents for the last four years (2000-
2003). The thing to note is that there is a small difference between the number of respondents that
reported an external incident and those who reported insider events. This was also reflected by the

figures of the DTI/PWC survey for medium and large scale organisations.
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Figure 3.3: External versus internal attack incident frequency (source [53])
The CSI/FBI 2003 survey provided an estimated cost for various types of computer crimes. Appendix
B of the thesis contains the survey table ‘The cost of Computer Crime’, where one can view aggregate

costs sampled over a 48 month period (2000-2003). Whilst the table is a useful generic indicator of the
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financial impact of computer security incidents, it cannot be used to provide a safe comparison between
insider and external incident costs. This is because very few of the incident categories mentioned in

the table can be attributed exclusively to legitimate or external perpetrators.

For instance, categories such as “System Penetration by Outsider”, “Insider abuse of Net access” and
“Unauthorised insider access” can be safely used to relate the cost of security incidents to external or
internal origins. In contrast, the rest of the incident categories could be attributed to both internal and
external origins. This fact combined with the small percentage of the survey respondents that were
able to quantify their losses (just 47% for 2003) makes the comparison between internal and external

incidents unfeasible.

Commercial security software vendors have also started warning about the emerging problem of insider
threat. Although someone suspects that these surveys might have a strong sales-orientated bias, they
still represent a good marginal picture of the problem. TecSec [56] is a company specialising on
preventing confidentiality breaches that result from legitimate user actions. They use a method known
as ‘Constructive Key Management(CKM)’ to control file access to and from a particular group of
users. The vendor quotes that approximately 70% of data loss originates from accidental or planned

breaches of security policies by employees.

‘Rapid7’ [57], a New York based security software vendor that specialises in system penetration testing
has also summarised its results on computer intrusive incidents. In their independent 2001 ‘Network
Security Survey’, the vendor has queried more than 160 US based companies and government
agencies. Rapid 7 estimates that during the year 2000, US businesses lost approximately 1.6 trillion US
dollars. The survey does not justify the exact source or the way the vendor derived this amount. The
figure seems exceedingly large when compared to the statistics quoted by similarly-minded surveys
(the CSI estimates a total loss of approximately 1.5 billion US dollars for the period 1997-2001).
However, it does state clearly that a marginally higher percentage of its participants believes that they
are more at risk internally (31%) than externally (25%), whereas the highest percentage (41%) believes
that they are equally at risk from both internal and external factors. The remaining 3% did not have an

opinion about the most probable origin of threats.
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3.3 Trust, insider IT misuse and some notable real-world cases

Apart from the alarming figures quoted in several surveys, someone can grasp the real threat potential
of insider IT misuse by considering one fundamental aspect of every insider: The level of trust he/she
enjoys in a particular organisation. It is this level of trust that makes the detection of legitimate user
misuse difficult to detect and deal with. The best way to illustrate this difficulty is by briefly

mentioning a sample of real-world insider cases that have received widespread attention.

The 2001 CSI/FBI survey [55] cited the case of Robert Hanssen, a 56 year-old FBI veteran. Hanssen
abused his trusted access to the FBI Automated Case Support System that contained classified
information about ongoing investigations and handed critical information to Russian agencies. In
return, he was receiving large sums of money, inflicting a great deal of damage upon the prestigious
image of the Federal Bureau of Investigation and the national security of his country. Nobody could

imagine that a church-going and patriotic family man was betraying his country for money.

Hanssen’s seniority and level of trust were not the only weapons that helped him to remain unnoticed.
Having developed a more than average level of IT knowledge, he utilised an unusual way of hiding the
information he wanted to trade with Russian agents. Hanssen was using specially formatted 40-track
mode diskettes, in order to hide the sensitive information in (what appeared to be) a blank area of the
disk. Even if someone wanted to inspect the floppies he was using for his personal data backup
purposes, it would have been difficult to discover the hidden information without the usage of an
advanced data forensic tool. The combination of his colleagues’ trust and his own data hiding

techniques allowed him to operate for certain number of years inside various FBI facilities.

The case of Abdelkader Smires [58], a chief software engineer who worked with Internet Trading
Technologies is a typical example of what can be achieved by a disgruntled insider. Smires had
financial differences with his employer. He thought that he was underpaid and requested a pay rise
coupled with a range of additional benefits. When his requests were turned down, he decided to take
revenge by using the computers of his previous employer (Queens College) to launch a Denial of
Service (DoS) attack. His actions caused several hours of downtime (and lost revenue) over a three-day

period for his employer.
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There are two important points to consider with regards to the Smires case. The first fact is that he had
legitimate access to another organisation (Queens College) due to an account that should had been
erased a long time ago. This allowed him to conceal (at a first stage) his attack on Internet Trading
Technologies. The second and most important point is the level of knowledge he possessed about
Internet Trading Technologies’ IT infrastructure. Smires knew which IT components are likely to be
vulnerable to certain methods of DoS attack. Hence, it was very easy for him to be able to disrupt the

functioning of the computer systems.

Garfinkel and Spafford [7] mention the ‘Leeson-Iguchi’ case. Nick Leeson (‘Barings’ Bank —
Singapore) and Toshihibe Iguchi (‘Daiwa Bank’ - New York) were investment traders working
together for two major financial organisations. They made risky investments and lost large amounts of
investment capital. However, instead of admitting their losses, they illegitimately modified computer
records to cover their mistakes and continue to be able to request vast amounts of money to invest. As a
result, Barings Bank was forced to insolvency and ‘Daiwa’ lost its entire United States customer base.

More than 1 billion dollars of investment capital vanished as a result of their actions.

Barings Bank had an internal data audit mechanism that focused on discovering potential external
breaches, without focusing on insider actions. Clearly, they have underestimated the insider threat
factor. They could never think that two accountants that had direct access to database records of
investment funds would commit fraud in this way. This electronic record forgery would probably go
unnoticed if Leeson and Iguchi managed to stop their losses. They did not and consequently the large

sums of unaccounted investment capital forced an internal investigation that revealed their actions.

E-mail abuse is a different part of the insider misuse spectrum and is revealed by the Norwich Union
versus Western Provident Association case [59]. A Norwich Union employee circulated an e-mail that
contained what could be considered as a sarcastic (or defamatory) rumour about Western Provident
going into financial difficulties. The e-mail leaked outside the company (another internal user thought
it was a great joke) and eventually came to the attention of the rival company. Consequently, Western

Provident took legal action against Norwich Union and the case was settled with the latter paying
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approximately £450,000 pounds in compensation plus the legal expenses for Western Provident. What
was initially considered as an innocent joke proved to be the reason for commencing a rather expensive

legal case.

3.4 The borders between internal and external cases

After qualifying and (attempting to) quantify the magnitude of the insider misuse problem, one might
attempt to draw a limit between what can be classified as an external incident and what can be
considered an internal case. However, one real-world case might offer an alternative view that defies

this dualistic approach.

In the morning of the fifteenth of November 2002, the Computer Emergency Response Team (CERT)
at the University of Oslo Computing Services decided to reset the passwords of approximately 52,000
campus users [60]. The decision was taken after the disturbing discovery that a group of German
hackers have managed to gain access to several user accounts, ‘masquerading’ as legitimate system
users. After the cumbersome process of issuing tens of thousands of new user passwords, extensive
forensic examination of several servers took place, trying to establish the method that won the hackers
access to the service. Despite the employment of various information security mechanisms, the weak
point was traced back on a third party telephony database product. An external contractor was testing
the telephony database, but when the system became operational, the contractor forgot to change the

trivial administrative password of the system.

The previous scenario represents no unusual elements (similar administrative mistakes are likely to
occur often). The press and the University management authorities have treated the case as an external
hacking incident. On the other hand, someone could argue that there were several internal factors that

have contributed substantially towards the establishment of the breach.

The question on how someone should classify security incidents is a rather philosophical one. If
someone wishes to use the point of origin as a classification criterion, then it would be right to
characterize the University of Oslo incident as an external one. However, the point of origin is not

necessarily the best criterion for understanding why security incidents emerge. The enabling
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mechanisms that allow an external entity to penetrate the defences of an IT infrastructure are also
important and they might be related to internal factors. In this case, the external contractor as well as
the responsible local system administrator who did not supervise a machine that was connected to an
operational network, were at the time a liability for the organisation in question. This could happen due
to excessive workload, lack of training, bad communication or lack of appropriate regulations. The
main point is that insiders that accidentally (or even deliberately) do not perform their job properly can

constitute a substantial threat for the IT infrastructure of the network.

Hence, it is fair to say that for every external case there might be a range of internal factors that
contribute to the establishment of a successful information security breach. Mutual exclusion is not
always applicable in this domain and a comprehensive Insider Threat Estimation process should take

these factors into account.

3.5 Conclusions

All the previously mentioned cases represent common trends of the insider IT misuse problem. The list
is by no means an exhaustive one. Chapter 5 will elaborate and classify more systematically the
different types of insider IT misuse. Here we only provide a representative sample. All cases of this
sample proved to be very expensive mistakes for the organisations associated with them and they all
had one thing in common: The insiders that committed the misuse activities were all blindly trusted and

they were acting beyond suspicion.

Hanssen was often described by his colleagues as a “Church going, family man”. Nobody (including
the highly trained FBI officers) thought that this man was selling national secrets for money. Smires
was trusted (despite the fact he had no substantial reason to have an IT account) by the system
administrators of Queens College because he used to be an academic member of staff and he knew the
vulnerable points. Leeson and Iguchi were highly respected traders, and hence nobody bothered to
check their computer account records for inconsistencies. The Norwich Union case shows that insider
threats can be accidental, showing that large corporations ignore the power of communicating to the
external world via an IT infrastructure. Finally, the contractors and system administrators at the

University of Oslo case were expected to contain these vulnerabilities effectively and the case logically
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proves that some cases that have been characterised as external breaches contain some sort of internal

misuse element.

Alarming figures that indicate only a fraction of the real magnitude of the problem and high-profile
real-world cases constitute the picture of the growing insider threat. An important conclusion that can
be derived from the previous discussions is that the frequency of occurrence of a particular type of
incident should not be used as the only measure of the level of threat it constitutes for a particular
organisation. Indeed, the figures might disprove conventional wisdoms of the type ‘80% of security

incidents come from insiders’ but they really undervalue the importance of the insider threat.

In addition, it was shown that for what people classify as external attacks, there is always a range of
internal factors that open the way for hackers. This last consideration prompts for a radical change in

the philosophy we classify internal and external security incidents.

For all these reasons, a more systematic examination of the Insider Misuse problem is needed and the

best way to achieve this goal is to produce a survey that targets specifically insider misuse. The next

chapter of this thesis discusses the scope of devising such a survey and presents its results.
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CHAPTER 4
THE INSIDER IT MISUSE SURVEY

After the discussion of more generic information security surveys, it is now time to target the problem
of detecting Insider IT misuse by gathering more specific information about it and the technologies that
attempt to address these issues. This chapter will present the thinking behind the design of the ‘Insider
IT Misuse Survey’, as well as the collected results, in order to answer several fundamental questions:
e How popular are Intrusion Detection System technologies amongst IT professionals? Do
they contribute towards the containment and prevention of computer intrusions?
e Are legitimate user incidents more frequent than external hacking attacks? Is the first type
of incident more serious than the latter one as expected after examining earlier evidence in
Chapter 3, in order to verify the necessity of researching the field of Insider IT Misuse?
e What really constitutes an insider IT misuse problem? What are the most frequent ways for
a legitimate user to abuse an IT infrastructure? The answer to this question will greatly help
towards forming ways to classify legitimate user misuse activities.
e What are the most likely places in computer systems to collect information about legitimate
user misuse, in order to devise appropriate metrics for gauging the potential for IT misuse?
e Isthere any indicative information about what kind of user is likely to initiate an insider IT
misuse incident? Forming user profiles for specific misuse incidents can aid the

construction of threat estimation techniques to a great extent.

Two methods were considered for delivering the survey to the respondents: traditional post and the
World Wide Web. It was decided that the best way to deliver the survey’s questionnaire to the
respondents was via the World Wide Web interface for several reasons. The time scales for devising,
distributing, collecting and analysing the data were limited to 9-12 months. The entire research
project’s lifespan was 36 months and time was needed for researching other aspects of the insider
misuse problem. As a result, publishing the survey on a web page was the fastest (and most
economical) way to collect a large number of results in the shortest possible time. In addition, it was
easier for most of the respondents to complete the survey on-line and press the ‘Submit’ button to send

their results, rather than filling a form and then go through the time-consuming process of posting it.
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However, delivering a survey via the World Wide Web has its disadvantages when it comes to result
accuracy, verifying the identity of the respondent and providing assurance about the protection of the
respondents’ submitted data. Several measures were deployed in order to address issues ranging from
anti IP spoofing techniques to maximum database server security. Each participant’s e-mail address
was verified by sending automatically an e-mail, as a receipt of participating in the survey. E-mail
addresses that were invalid were marking the participant as unreliable and the entire record was
discarded. All valid records were then submitted to a Relational Database Management System
(RDBMS) for further processing. The RDBMS engine was running on a different computer than the

Web Server offering the survey’s web forms to reduce the possibility of a data security breach.

The ‘Insider IT misuse’ survey ran for approximately nine months (August 2001 — April 2002) and
targeted various IT professionals (system administrators, 1T security specialists, technical managers

/CEOQs) across Europe.

Appendix C contains a copy of the survey’s questionnaire, which consisted of 18 questions divided in
three parts. Part A gathered generic information about the participant and his/her organisation, as well
as information related to the usage of intrusion detection systems and firewall technologies. Part B
aimed to compare the level of criticality of the insider threat to that of external hacking activities, in
terms of frequency of occurrence, resulting financial damage and legal consequences. Finally, Part C
collected more information about the nature of the insider IT misuse, providing useful insights on

where and how the problem occurs more frequently.

In general, the number of questions was kept to a minimum to avoid inconveniencing prospective
participants whose time was potentially limited. In order to persuade people to avoid being anonymous
and hence have an additional way of validating the authenticity of the submitted results, a subscription
service was offered: If the participants submitted a valid e-mail address, they would automatically be

mailed back the results of the survey.

50



4.1 Who were the respondents

In overall, the survey collected data from 50 respondents of European origin. Although a greater
number of participants were originally expected, this number still represents a valid sample as the
survey displays clearly certain trends that could be used to analyse further the insider problem and

make a profile of the average insider.
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Figure 4.1: Participants’ country of origin
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Figure 4.2: Participation sorted by Industry Sector
The bulk of the participants came from the United Kingdom (70%) as the graph of figure 4.1 indicates.
The next graph illustrates the breakdown of respondents by industry sector, in response to question 3 of

the survey: ‘In which of the following IT sectors does your company/organisation belong?’ Software
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and hardware vendors came on top of the list (26%), whereas a smaller number of participants

originated from ‘utilities’ and defence companies.

Question 1 of the survey (‘“What is your role inside your organisation/company?’) probed the
professional background of the participants (Figure 4.3). The great majority of the questioned IT
professionals had technical background (system administrators-46%, system developers-24% and IT
security consultants-18%), leaving a margin for non-technical opinions that originate from

management (Human Resources, Executive Boards).

This does not necessarily provide a balance of opinions amongst technical and non-technical
respondents. The thesis is after all concerned at large with addressing the problem of insider IT misuse
at a technical level. Nevertheless, in an IT infrastructure there is always a direct relationship between
what is enforced by technical personnel and the desired information security policy derived by
management. Thus, an opinion from management would still be of great value for the respondent

sample, especially for information security policy issues.

The majority of the participants came from medium to large-scale organisations (between 100 and 500
computer systems), as the final chart of figure 4.4 indicates. Finally, 47 out of the 50 respondents had

more than 5 years of experience in their current role.
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Figure 4.3: The professional background of the respondents
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4.2 Usage of security related technologies and reported incidents

Questions 5 and 6 of the survey tried to briefly estimate the deployment popularity as well as the
perceived level of satisfaction from the operation of several Data Security technologies amongst the
respondents. The participants were offered four possible answers for each of these two questions:

e “Yes, we use these technologies”: It is known that a particular range of technologies is
employed, without the participant indicating major problems with their operation.

e  “Yes, but they are not very effective”: It is known that a particular range of technologies is
employed and it is also known that the respondent is not happy about their operational
effectiveness.

e  “No, but we are thinking of installing them”: This answer indicates that the participant has not
deployed the technology, but she clearly thinks the technology is useful.

e “No, and we believe we do not need them”: The respondent indicates that the technology is
really an unpopular choice.

The design of these questions would have been complete if the survey asked the participants to also
justify the reasons for being dissatisfied with respect to the technologies in question. However, it was
felt that this could substantially increase the amount of time it takes to complete the survey and could
potentially act as a deterrent for the respondents. The main target was to keep the survey sort and

simple and focus on aspects specific to the Insider Misuse problem instead.
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Chapter 2 of the thesis elaborated on the origins of Intrusion Detection Systems and proved that they
represent a relatively new technological trend of the Information Security domain. This fact is reflected
in the results of this survey. In response to the fifth question ‘Does your organisation employ a
combination of ‘firewall' and/or antivirus and/or data encryption product?’, nearly all (96%) of our
respondents answered that this was the case (including those that were happy and unhappy with their
operational effectiveness). 4% of the participants did not utilise any of the previously mentioned

‘traditional” Data Security technologies. An analytical breakdown is illustrated in Figure 4.5.

On the other hand, the employment of Intrusion Detection Systems was more limited (Figure 4.6). The
following question asked the respondents to comment on whether they have deployed an IDS solution.
Only 22 out of the 50 (44%) respondents used Intrusion Detection. IDS deployments were always
combined with traditional information security technologies (i.e. none of our respondents used
exclusively IDS systems). This was somehow expected, given the fact that the corporate world is

always slow to adopt new technologies in mission-critical production environments.

Does your organisation employ a
combination of 'firewall' and/or antivirus
and/or data encryption product?

0 4%

OYes, we use them

BYes, we use them but we
are unhappy

ONo, but will install them

Figure 4.5: Popularity of traditional Data Security technologies amongst the respondents
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Does your organisation employ an Intrusion
Detection System?

OYes, we use them

10%

.
ONo, but will install

12% them

BYes, we use them but
we are unhappy

ONo, we do not need
them

Figure 4.6: Popularity of IDS deployments amongst the respondents

With regards to the perceived level of satisfaction, it is evident that most users of traditional Data
Security Technologies were happy with their deployment. In particular, 37 out of the 48 (77%)
respondents that used these technologies believed that their operation was smooth with no negative
impact on their business. Similarly, the perceived level of satisfaction related to the usage of Intrusion
Detection Technologies was more or less on the same levels. 16 out of the 22 (72%) respondents that

employed IDS solutions in their IT infrastructure reported no major problems with their operation.

Distribution of number of security incidents
14 13
a2
S 12
2 10
= 8 8
o 8 6 o Without IDS
r s 5 BWith IDS
o 4
5 4 3
£ 1
2, e ]
0
one-five five-ten ten-twenty more than
twenty
Reported incidents

Figure 4.7: Security incident distribution with and without an IDS
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Despite the conservatism of the corporate world towards the new Intrusion Detection technology, an
important observation of this survey is that the employment of IDS infrastructures relates to a
smaller number of reported security incidents inside the respondents’ organisations. The graph of
Figure 4.7 illustrates the distribution trend of security incidents amongst the correspondents of the
survey, with and without IDS employments. It was created by combining data from questions 6 and 8

of the survey.

We can clearly observe a great reduction in the number of respondents that reported higher number of
security incidents (more than 10) with the deployment of Intrusion Detection Systems. The observed
distribution indicates clearly that a combination of an IDS and traditional data security technologies
produces configurations susceptible to a smaller number of security incidents, enhancing the defensive
effectiveness of an IT security infrastructure. This, in turn, indicates that IDS technology is a good

thematic area to concentrate the efforts for insider threat mitigation.

On the other hand, it could be argued that the number of reported security incidents does not
necessarily reveal their seriousness. This is true and hence latter paragraphs of this chapter provide

more information about the nature and the real impact of the reported cases.

4.3 Reported Incident analysis: types, places and effectiveness of security tools

One of the main goals of the Insider Misuse Survey is to reveal the true magnitude of Insider misuse
incident occurrence and compare it to that of external misuse activities. Whilst the previous sections of
this Chapter focused on data originating mainly from the first part (A) of the survey, it is now time to

focus on its second and third part, in order to provide useful insights into the insider misuse problem.

The majority of reported incidents in the Insider Misuse Survey appear to have internal origin.
Seventy per cent of correspondents (35 out of 50) have traced the majority of security incidents back to
legitimate users, whereas less than a quarter of the participants reported attacks that were mostly

related to external activities.
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Would you say that the great majority of the incidents
were due to actions from...

Olegitimate users

Bunauthorised users

Odon't know the origin

Figure 4.8: The balance between incidents of internal and external origin
The remaining six per cent (3 out of 50) were not certain about the origin of the majority of the
reported security incidents. An interesting observation indicates that although all of them have
employed traditional data security technologies, only one of them had employed an Intrusion Detection
System. Since the number of respondents that meet this condition is relatively small and the details of
their IT infrastructure configuration are not known, definite conclusions cannot be made as to why they
were not able to trace the origin of these incidents. However, the result shows clearly a trend that
indicates a direct relationship between the employment of an IDS and the ability to trace back
incidents. This property is one of the fundamental functions of an IDS infrastructure, as mentioned in

Chapter 2 of the thesis.

We asked all respondents (not only those who traced the majority of their incidents back to internal
origins) to select the most likely type of internal abuse from a pre-selected list of incidents. Question 18
of the survey “Based on the experience you gained from the occurred insider incidents, which of the
following types of IT misuse incidents do you think that an insider is most likely to initiate?” gave the

results presented in Figure 4.9.

40 per cent (20 reported cases) of the respondents considered the storage and dissemination of
pornographic material on computer equipment as the most frequent type of legitimate user misuse. This
was followed by 12 reported cases of theft or fraudulent alteration of proprietary and commercially

sensitive information (24%), whereas e-mail abuse was the third most common type of misusing an IT
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infrastructure accounting for 16% of the reported cases. Internal virus outbreaks (two intentional
incidents were recorded of which one of them was classified as intentional one), physical destruction of
computer equipment (vandalism) and installation of illegal (unauthorised or pirate software packages)

were encountered less often and accounted for the remaining 20% of the insider incidents.

Which of the following IT misuse incidents do you
think that an insider is most likely to
initiate, according to your experience?

Oemail abuse
Bpornography

Otheft or alteration of info

=

Ointernal virus outbreaks

Billegal software/hardware
installation

Ovandalism

Figure 4.9: Most frequent occurring types of insider IT misuse
Although the previous statistics give an accurate picture about the range of organisations affected by
insider incidents, it does not necessarily reveal their true consequences for the respondents. In addition
to the frequency of occurrence, one has to consider the financial consequences resulting from these

types of cases.

Figures 4.10 and 4.11 illustrate the reported substantial revenue loss for incidents of internal and
external origin respectively. It should be noted that what is represented here does not constitute
information based on stated sums of money. The figures represent the statistics of how many
respondents admitted substantial revenue loss. A total of 34% (12 out of 35) of the respondents that
have faced mostly internal security incidents reported serious revenue loss. The percentage is
marginally equal to the respective figures for substantial revenue loss for a majority of external misuse
incidents (33% or 4 out of 12), although the reported number of external cases was smaller than the

internal ones.
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More useful conclusions could be deducted if the reported lost revenue was quantified in relation to the
annual turnover of the organisations. Someone could then compare properly the financial impact of
external versus internal incidents. Unfortunately, only four out of the fifty respondents were able to
provide an estimated amount of lost revenue. It is reasonable to assume that this level of response does
not provide enough data for discovering trends and publishing useful information. Amongst other
things, we chose to leave the quotation of this amount as an optional part of the survey. The provision
of this kind of information can be time consuming and more importantly is a very sensitive internal
issue for many organisations. Consequently, the support of important conclusions on ‘modest’ financial
implication estimations would be a strate